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Another Benchmark??

https://neurips.cc/virtual/2024/events/datasets-benchmarks-2024

Why ORQA?
• Expert hand-crafted dataset
• Difficult questions from a highly specialized technical 

domain
• Limited exposure during training
• Multi-step reasoning

• Significant gap between tested LLMs and domain experts

0.77 0.93
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Overview
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Background

Background Creation Benchmarking Findings Future WorksORQA

The Importance of Operations Research (OR)

● Wide-Ranging Applications: Integral to industries like logistics, 
manufacturing, healthcare, finance, supply chain management, and 
urban planning.

● Critical impact: Automated decision-making, enhances efficiency, 
reduces costs.

● Optimization Modeling bottleneck of OR wide adaptation. 

● Automating the translation of real-world problems into 

optimization models can revolutionize how industries 

use OR.

○ Lowers cost of OR projects.

○ Democratizes access to expert-level optimization 

○ Expands adoption of OR

Identify and 
define the 
problem

Build 
Optimization 

model 

Develop
Solution 
method

Verify 
Solutions

Feedback
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Background - Complexity of Optimization Modeling Tasks

Background Creation Benchmarking Findings Future WorksORQA

● Multiple Components:
○ Elements: Main entities in the problem
○ Decision activities: Represent choices that impact the model's outcomes.
○ Data Parameters: Critical data that are required to inform the model.
○ Objective Criterion: The goals to be maximized or minimized, such as cost, time, or profit.
○ Constraints: Rules and limitations that bind the model

● Interdependencies:
○ A change in one component (e.g., decision variables) directly affects others (e.g., constraints).

● Implicit Components & Ambiguities:
○ Not all model components are explicitly stated in problem descriptions and require expert insight to identify.
○ Problem owners often provide vague or ambiguous descriptions due to lack optimization expertise.
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Motivation

Background Creation Benchmarking Findings Future WorksORQA

Challenges

● Complex Reasoning Required:

○ The interrelated nature of components demands multi-step, 

expert-level reasoning to build accurate models.

● Dataset Scarcity:

○ Operates in an underrepresented field where training data is 

limited, making it a rigorous testbed for LLM capabilities.

○ There are very few small optimization modeling datasets.

What Makes ORQA Unique?

● Multi-Step Reasoning 

● Expert-Level Domain Knowledge

● Complex Interactions

● Niche Technical Domain

Impact 
● Advancing LLM Research:

○ Provides insights into the limitations and potential improvements for LLMs in specialized domains.
● Automation in OR:

○ Paves the way for automating complex decision-making tasks in real-world operations research applications.
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ORQA Example

Dataset Instance Expert Reasoning
(val. set only)

Background Creation Benchmarking Findings Future WorksORQA
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ORQA

Background Creation Benchmarking Findings Future WorksORQA

Statistics & Characteristics

• 1513 instances 
• 1468 for testing; 45 for validation (ICL)
• 20 diverse application domains (e.g., healthcare, 

urban design, HR, petroleum)
• From each domain:

o > 3 optimization problems 
o 60 – 90 multiple choice questions

• Standardized optimization model complexity
o Mathematical model is within pre-defined 

limits (e.g., number of decision variables)

Component μ σ
Sets 1.97 0.89

Parameters 4.08 2.19

Variables 3.14 2.29

Objectives 1.00 0.00

Constraints 4.60 3.21



9

ORQA – Question Types
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11 Question Types

• Understanding high-level problem specifications
• Objective identification
• Explicit constraint identification
• Problem categorization

• Entities identification
• Optimization type (e.g., linear, non-linear)
• Set, decision activities, implicit constraint identification

• Relationship between Entities 
• Parameters and variables in objective / constraints
• Meaning of calculations in objective / constraints
• Set that a constraint is applied on
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ORQA – Question Types

Background Creation Benchmarking Findings Future WorksORQA

Set that a constraint is applied on

Question: Which of the following system element(s) is the Parking Spot 
Capacity constraint applied on?
A. Parking spots, B. Apartment group, C. Parking spots, Apartment group, vehicle count, D. 
Parking spots, Apartment group

A. Parking spots
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Dataset Creation and Verification
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Selecting & Creating Optimization Problem Descriptions

1. Select optimization problem
2. Write domain-specific 

description focusing on 
diverse application domains

Problem Description

Creating Q&A Pair

1. Reference problem description 
2. Select question type
3. Create target answer
4. Create incorrect options

Instance Verification

✔ Completeness
✔ No Ambiguity in Q&A
✔ Correctness in answer

✔ Multi-step reasoning
✔ Correctness in answer ORQA
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Benchmarking Results
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0.93
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Chain-of-Thought
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CoT had negative (or negligible) impact on model performance of most models
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Detailed Reasoning Analysis
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Reasoning Analyses Reasoning Insights (stats)
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Question Types (Difficulty)
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Significantly more difficult:
• Model building & understanding are significantly more difficult
• Relationships of optimization model components
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ICL and Trigger Prompt on Reasoning
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ICL Selection

Trigger Prompts Selection

Length of ICL examples has 
more impact on performance 
than question type (similarity)

Trigger prompts and 
ensembling multiple runs 
may yield better results 
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Conclusion & Future Works

Background Creation Benchmarking Findings Future WorksORQA

Future Works
• Evaluate on more models
• Expand the dataset
• Automate the reasoning analysis

AI Gallery_Notebook详情_开发者_华为云 (huaweicloud.com)https://github.com/nl4opt/ORQA

https://developer.huaweicloud.com/develop/aigallery/notebook/detail?id=6b98c56e-913b-47ef-8d9f-3266c8aec06a
https://github.com/nl4opt/ORQA
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ORQA 🡪 Models more proficient at reasoning
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